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Goal wa i Experiments

 Effortlessly build avatars driven by SMPL pose parameters with realistic clothing deformation.  / ) ) | « Quantitative and gualitative evaluation on CAPE dataset [1]

* Existing approaches rely on template mesh registration [1] and/or physics-based simulation [2],

which limits the scalabllity of clothed avatar modeling (e.g., clothing types, realistic deformations). 52\ AR L 4 Ours ~ N[4] 1|
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Contribution: the first framework to build a high-quality parametric clothed human model (scanimats) from raw scans without . 023

garment-specific templates or mesh reqistration. 0.5 0.435
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Our Approach p Locally Pose-aware Shape Modeling

Weakly Supervised Canonicalization * Globally pose-conditioned Implicit Surface:

» No ground-truth canonicalized scans s & N\ 5o f(x,0) > SDF
_, Weakly supervised learning with fitted SMPL ~~ | | L I 7 050 0870 11
IS prone to overfitting [3]. 'i | . 0.308 0.289
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Implicit Skinning Fields S R o | \
X? = LBSr, (X§, w(X5)) = (O _w,;Ti ;) X5 A \ L ) A £
X{ = LBS:H (X, w(X)) =) w;Ti;) ' X3 | ) &) 5
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